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Chapter Twenty 

Cluster Analysis 

20-2 

Cluster Analysis 

 Cluster analysis is a class of techniques used to 
classify objects or cases into relatively homogeneous 
groups called clusters.  Objects in each cluster tend 
to be similar to each other and dissimilar to objects in 
the other clusters.  Cluster analysis is also called 
classification analysis, or numerical taxonomy.   

 Both cluster analysis and discriminant analysis are 
concerned with classification.  However, discriminant 
analysis requires prior knowledge of the cluster or 
group membership for each object or case included, 
to develop the classification rule.  In contrast, in 
cluster analysis there is no a priori information about 
the group or cluster membership for any of the 
objects.  Groups or clusters are suggested by the 
data, not defined a priori.  
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 Cluster analysis is thus a tool of discovery.   

 It may reveal associations and structure in data which, 
though not previously evident, nevertheless are 
sensible and useful once found.   

 The results of cluster analysis may contribute to the 
definition of a formal classification scheme in data 
science, such as a taxonomy, typology, archetypes, 
evolutionary (genome expression) patterns, business 
site locations, product designs, network effects, 
treatment (medical) effectiveness, industry and/or 
market structure, and strategic management groups. 

 Similar to EFA and MDS, it can help to understand 
consumer behavior, identify new product opportunity, 
select test market, and reducing data 

Cluster Analysis 
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Review: Concept, construct, and variable 

 Constructs  

 “A construct is a concept. It has the added 
meaning, however, of having been deliberately and 
consciously invented or adopted for a special 
scientific purpose.”  

 “It enters into theoretical schemes and is related in 
various ways to other constructs” (Kerlinger 1975)  

 Example 

 Concept: Intelligence, learning  

 Construct: “defined and specified [so] that it 
can be measured and observed” 

 Marketing constructs: psychological involvement,  
brand loyalty,  AIDA, nostalgia, gratification, 
information overload, attribution 
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Review: THEORY 

 A set of interrelated constructs 
(concepts), definitions, and propositions 
that presents a systematic view of 
phenomena by specifying relations 
among variables, with the purpose of 
explaining, predicting, and 
controlling the phenomena.  

20-6 

Classification by a known structure/system 

分枝進化 
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An Ideal Clustering Situation 
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Fig. 20.1 
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A Practical Clustering Situation 
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Fig. 20.2 
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Statistics Associated with Cluster Analysis 

 Agglomeration schedule.  An agglomeration 
schedule gives information on the objects or cases 
being combined at each stage of a hierarchical 
clustering process.  

 Cluster centroid.  The cluster centroid is the mean 
values of the variables for all the cases or objects in 
a particular cluster.  

 Cluster centers.  The cluster centers are the initial 
starting points in nonhierarchical clustering.  Clusters 
are built around these centers, or seeds.  

 Cluster membership.  Cluster membership 
indicates the cluster to which each object or case 
belongs.  

20-10 

Statistics Associated with Cluster Analysis 

 Dendrogram.  A 
dendrogram, or tree graph, 
is a graphical device for 
displaying clustering results.  
Vertical lines represent 
clusters that are joined 
together.  

 Distances between 
cluster centers.  These 
distances indicate how 
separated the individual 
pairs of clusters are.  
Clusters that are widely 
separated are distinct, and 
therefore desirable.  

Physical vs. psychological distance 
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Statistics Associated with Cluster Analysis 

 Icicle diagram.  An icicle 
diagram is a graphical 
display of clustering results. 
The columns correspond to 
the objects being clustered, 
and the rows correspond to 
the number of clusters.  

 Similarity/distance 
coefficient matrix.  A 
similarity/distance coefficient 
matrix is a lower-triangle 
matrix containing pairwise 
distances between objects 
or cases.  
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Conducting Cluster Analysis 

Formulate the Problem 

Assess the Validity of Clustering 

Select a Distance Measure 

Select a Clustering Procedure 

Decide on the Number of Clusters 

Interpret and Profile Clusters 

Fig. 20.3 
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Attitudinal Data For Clustering 

Case No. V1 V2 V3 V4 V5 V6 
 

1  6 4 7 3 2 3 
2  2 3 1 4 5 4 
3  7 2 6 4 1 3 
4  4 6 4 5 3 6 
5  1 3 2 2 6 4 
6  6 4 6 3 3 4 
7  5 3 6 3 3 4 
8  7 3 7 4 1 4 
9  2 4 3 3 6 3 
10  3 5 3 6 4 6 
11  1 3 2 3 5 3 
12  5 4 5 4 2 4 
13  2 2 1 5 4 4 
14  4 6 4 6 4 7 
15  6 5 4 2 1 4 
16  3 5 4 6 4 7 
17  4 4 7 2 2 5 
18  3 7 2 6 4 3 
19  4 6 3 7 2 7 
20  2 3 2 4 7 2
  

Table 20.1 
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1. Formulating Problem (variables/construct) 

 Perhaps the most important part of formulating the 
clustering problem is selecting the variables on which 
the clustering is based.   

 Inclusion of even one or two irrelevant variables may 
distort an otherwise useful clustering solution.   

 Basically, the set of variables selected should 
describe the similarity between objects in terms that 
are relevant to the marketing research problem.   

 The variables should be selected based on past 
research, theory, or a consideration of the 
hypotheses being tested.  In exploratory research, 
the researcher should exercise judgment and 
intuition.  
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2. Select a Distance or Similarity Measure  

 The most commonly used measure of similarity 
is the Euclidean distance or its square. The 
Euclidean distance is the square root of the 
sum of the squared differences in values for 
each variable.  Other distance measures are 
also available.  The city-block or Manhattan 
distance between two objects is the sum of the 
absolute differences in values for each variable.  
The Chebychev distance between two objects 
is the maximum absolute difference in values 
for any variable. 

proc distance method=Euclid; 

20-16 

Euclidean Distance Transformation 

Park A   -2  -1  0  1  2 
Park B   -2  -1  0  1  2 
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20-17 The unit spheres under  

Chebyshev, Euclidean, and city-block distance 

 The unit sphere under the Euclidean distance is a conventional 

spherical ball. Under the Chebyshev distance, a unit ball is a 

hypersquare aligned with the coordinate axes and inscribing the 

unit Euclidean sphere. A ball under the city-block distance is also 

a hypersquare, having vertices on the coordinate axes and 

inscribed in the Euclidean ball. 

Mahalanobis 

20-18 

 
2. Select a Distance or Similarity Measure  

 If the variables are measured in vastly different 
units, the clustering solution will be influenced 
by the units of measurement.  In these cases, 
before clustering respondents, we must 
standardize the data by rescaling each variable 
to have a mean of zero and a standard 
deviation of unity.  It is also desirable to 
eliminate outliers (cases with atypical values). 

 Use of different distance measures may lead to 
different clustering results.  Hence, it is 
advisable to use different measures and 
compare the results.  

Proc Stdize; 
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A Classification of Clustering Procedures 

Sequential 
Threshold  

Parallel 
Threshold 

Optimizing 
Partitioning 

Single Complete Average 

Clustering Procedures 

Nonhierarchical Hierarchical 

Agglomerative Divisive 

Ward’s Method 

Linkage 
Methods  

Variance 
Methods 

Centroid 
Methods 

Fig. 20.4 
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 Hierarchical clustering is characterized by the 
development of a hierarchy or tree-like structure.  
Hierarchical methods can be agglomerative or 
divisive.   

 Agglomerative clustering starts with each object 
in a separate cluster.  Clusters are formed by 
grouping objects into bigger and bigger clusters.  
This process is continued until all objects are 
members of a single cluster.   

 Divisive clustering starts with all the objects 
grouped in a single cluster.  Clusters are divided or 
split until each object is in a separate cluster.  

 Agglomerative methods are commonly used in 
marketing research.  They consist of linkage methods, 
error sums of squares or variance methods, and 
centroid methods.   

 

 
3A. Select a Clustering Procedure – Hierarchical 
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 The single linkage method is based on minimum 
distance, or the nearest neighbor rule.  At every stage, the 
distance between two clusters is the distance between 
their two closest points (see Figure 20.5).   

 The complete linkage method is similar to single linkage, 
except that it is based on the maximum distance or the 
furthest neighbor approach.  In complete linkage, the 
distance between two clusters is calculated as the distance 
between their two furthest points.   

 The average linkage method works similarly.  However, 
in this method, the distance between two clusters is 
defined as the average of the distances between all pairs 
of objects, where one member of the pair is from each of 
the clusters (Figure 20.5).  

 

3Aa. Select a Clustering Procedure – Linkage Method 

Agglomerative clustering 

20-22 

Linkage Methods of Clustering 
Single Linkage 

Minimum Distance 

Complete Linkage 

Maximum 
Distance 

Average Linkage 

Average Distance 

Cluster 1 Cluster 2 

Cluster 1 Cluster 2 

Cluster 1 Cluster 2 

Fig. 20.5 

Agglomerative clustering 
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 The variance methods attempt to generate clusters to 
minimize the within-cluster variance.   

 A commonly used variance method is the Ward's 
procedure.  For each cluster, the means for all the 
variables are computed.  Then, for each object, the 
squared Euclidean distance to the cluster means is 
calculated (Figure 20.6).  These distances are summed for 
all the objects.  At each stage, the two clusters with the 
smallest increase in the overall sum of squares within 
cluster distances are combined.   

 In the centroid methods, the distance between two 
clusters is the distance between their centroids (means for 
all the variables), as shown in Figure 20.6.  Every time 
objects are grouped, a new centroid is computed.   

 Of the hierarchical methods, average linkage and Ward's 
methods have been shown to perform better than the 
other procedures.  

3Ab. Select a Clustering Procedure – Variance Method 
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Other Agglomerative Clustering Methods 

Ward’s Procedure 

Centroid Method 

Fig. 20.6 
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 The nonhierarchical clustering methods are frequently 
referred to as k-means clustering.  These methods include 
sequential threshold, parallel threshold, and optimizing 
partitioning.   

 In the sequential threshold method, a cluster center is 
selected and all objects within a prespecified threshold value 
from the center are grouped together.  Then a new cluster 
center or seed is selected, and the process is repeated for the 
unclustered points.  Once an object is clustered with a seed, it is 
no longer considered for clustering with subsequent seeds.   

 The parallel threshold method operates similarly, except 
that several cluster centers are selected simultaneously and 
objects within the threshold level are grouped with the nearest 
center.   

 The optimizing partitioning method differs from the two 
threshold procedures in that objects can later be reassigned to 
clusters to optimize an overall criterion, such as average within 
cluster distance for a given number of clusters.  

 

3B. Select a Clustering Procedure – Nonhierarchical 

Proc fastclus; 

20-26 

The Tradeoff 
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Results of (Ward’s) Hierarchical Clustering 

        Stage cluster  
Clusters combined       first appears 

Stage Cluster 1 Cluster 2   Coefficient      Cluster 1  Cluster 2   Next stage 
1 14 16     1.000000   0   0     6 
2   6   7     2.000000   0   0     7 
3   2 13     3.500000   0   0   15 
4   5 11     5.000000   0   0   11 
5   3   8     6.500000   0   0   16 
6 10 14     8.160000   0   1     9 
7   6 12   10.166667   2   0   10 
8   9 20   13.000000   0   0   11 
9   4 10   15.583000   0   6   12 
10   1   6   18.500000   6   7   13 
11   5   9   23.000000   4   8   15 
12   4 19   27.750000   9   0   17 
13   1 17   33.100000 10   0   14 
14   1 15   41.333000 13   0   16 
15   2   5   51.833000   3 11   18 
16   1   3   64.500000 14   5   19 
17   4 18   79.667000 12   0   18 
18   2   4 172.662000 15 17   19 
19   1   2 328.600000 16 18     0 

Agglomeration Schedule Using Ward’s Procedure 

Table 20.2 

20-28 

Results of Hierarchical Clustering 

Number of Clusters 
Label case  4 3 2 
 
1  1 1 1 
2  2 2 2 
3  1 1 1  
4  3 3 2 
5  2 2 2  
6  1 1 1 
7  1 1 1  
8  1 1 1  
9  2 2 2  
10  3 3 2 
11  2 2 2  
12  1 1 1 
13  2 2 2  
14  3 3 2 
15  1 1 1 
16  3 3 2 
17  1 1 1 
18  4 3 2 
19  3 3 2 
20  2 2 2 

Cluster Membership of Cases Using Ward’s Procedure 

Table 20.2 cont. 
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Fig. 20.8 

Dendrogram Using Ward’s Method 

20-30 

 Theoretical, conceptual, or practical considerations 
may suggest a certain number of clusters.   

 In hierarchical clustering, the distances at which 
clusters are combined can be used as criteria.  This 
information can be obtained from the agglomeration 
schedule or from the dendrogram.   

 In nonhierarchical clustering, the ratio of total within-
group variance to between-group variance can be 
plotted against the number of clusters.  The point at 
which an elbow or a sharp bend occurs indicates an 
appropriate number of clusters.   

 The relative sizes of the clusters should be 
meaningful.  

4. Decide on the Number of Clusters 
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 Interpreting and profiling clusters involves examining 
the cluster centroids.  The centroids enable us to 
describe each cluster by assigning it a name or label.   

 It is often helpful to profile the clusters in terms of 
variables that were not used for clustering.  These 
may include demographic, psychographic, product 
usage, media usage, or other variables (e.g., external 
validity check by psychogeodemographics.) 

 
Interpreting and Profiling the Clusters 
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Cluster Centroids 

  

     Means of Variables 
 
Cluster No. V1 V2 V3 V4 V5 V6 

 

 1 5.750 3.625 6.000 3.125 1.750 3.875 
 

 2 1.667 3.000 1.833 3.500 5.500 3.333 
 
 3 3.500 5.833 3.333 6.000 3.500 6.000 

Table 20.3 

V1: Shopping for fun, 
V2: Shopping bad for budget 
V3: combine shopping with eating out 
V4: I try to get the best buys when shopping 
V5: I don’t care about shopping 
V6: Save money in comparing shopping 
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1. Perform cluster analysis on the same data using different 
distance measures.  Compare the results across 
measures to determine the stability of the solutions. 

2. Use different methods of clustering and compare the 
results. 

3. Split the data randomly into halves.  Perform clustering 
separately on each half.  Compare cluster centroids 
across the two subsamples. 

4. Delete variables randomly.  Perform clustering based on 
the reduced set of variables.  Compare the results with 
those obtained by clustering based on the entire set of 
variables.  

5. In nonhierarchical clustering, the solution may depend 
on the order of cases in the data set.  Make multiple 
runs using different order of cases until the solution 
stabilizes.  

 
5. Assess Reliability and Validity 
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Table 20.4 

Results of Nonhierarchical Clustering 

Initial Cluster Centers 

4 2 7 

6 3 2 

3 2 6 

7 4 4 

2 7 1 

7 2 3 

V1 

V2 

V3 

V4 

V5 

V6 

1 2 3 

Cluster 

Convergence achieved due to no or small distance 
change. The maximum distance by which any center 

  has changed is 0.000. The current iteration is 2. The 
minimum distance between initial centers is 7.746. 

a.  

Iteration History 
a 

2.154 2.102 2.550 

0.000 0.000 0.000 

Iteration 

1 

2 

1 2 3 

Change in Cluster Centers 
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Results of Nonhierarchical Clustering 

Table 20.4 cont. Cluster Membership 

3 1.414 

2 1.323 

3 2.550 

1 1.404 

2 1.848 

3 1.225 

3 1.500 

3 2.121 

2 1.756 

1 1.143 

2 1.041 

3 1.581 

2 2.598 

1 1.404 

3 2.828 

1 1.624 

3 2.598 

1 3.555 

1 2.154 

2 2.102 

Case Number 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

Cluster Distance 
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Results of Nonhierarchical Clustering 
Table 20.4, cont. 

Final Cluster Centers 

Cluster 

1 2 3 
V1 
V2 
V3 
V4 
V5 
V6 

4 
6 
3 
6 
4 
6 

2 
3 
2 
4 
6 
3 

6 
4 
6 
3 
2 
4 

Distances between Final Cluster Centers 

1 2 3 

1 
2 
3 

 
5.568 
5.698 

5.568 
 

6.928 

5.698 
6.928 

Cluster 
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ANOVA 

29.108 2 0.608 17 47.888 0.000 

13.546 2 0.630 17 21.505 0.000 

31.392 2 0.833 17 37.670 0.000 

15.713 2 0.728 17 21.585 0.000 

22.537 2 0.816 17 27.614 0.000 

12.171 2 1.071 17 11.363 0.001 

V1 

V2 

V3 

V4 

V5 

V6 

Mean Square df 

Cluster 

Mean Square df 

Error 

F Sig. 

The F tests should be used only for descriptive purposes because the clusters have been 
chosen to maximize the differences among cases in different clusters. The observed 

 significance levels are not corrected for this, and thus cannot be interpreted as tests of the 
hypothesis that the cluster means are equal. 

Number of Cases in each Cluster 

6.000 

6.000 

8.000 

20.000 

0.000 

1 

2 

3 

Cluster 

Valid 

Missing 

Results of Nonhierarchical Clustering 
Table 20.4, cont. 
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Results of Two-Step Clustering  
Table 20.5 

 Auto-Clustering 
 

Number of Clusters 

Akaike's 
Information 

Criterion (AIC) 
AIC 

Change(a) 
Ratio of AIC 
Changes(b) 

Ratio of 
Distance 

Measures(c) 

1 104.140       

2 101.171 -2.969 1.000 .847 

3 97.594 -3.577 1.205 1.583 

4 116.896 19.302 -6.502 2.115 

5 138.230 21.335 -7.187 1.222 

6 158.586 20.355 -6.857 1.021 

7 179.340 20.755 -6.991 1.224 

8 201.628 22.288 -7.508 1.006 

9 224.055 22.426 -7.555 1.111 

10 246.522 22.467 -7.568 1.588 

11 269.570 23.048 -7.764 1.001 

12 292.718 23.148 -7.798 1.055 

13 316.120 23.402 -7.883 1.002 

14 339.223 23.103 -7.782 1.044 

15 362.650 23.427 -7.892 1.004 

a  The changes are from the previous number of clusters in the table. 
b  The ratios of changes are relative to the change for the two cluster solution. 
c  The ratios of distance measures are based on the current number of clusters 
    against the previous number of clusters. 
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Cluster Distribution  

Table 20.5, cont. 
  

    N   
% of  

Combined   % of Total   
1   6   30.0%   30.0%   

2   6   30.0%   30.0%   

3   8   40.0%   40.0%   

Cluster   

Combined   20   100.0%   100.0%   

Total   20       100.0%   

V1: Shopping for fun, 

V2: Shopping bad for budget 

V3: combine shopping with eating out 

V4: I try to get the best buys when shopping 

V5: I don’t care about shopping 

V6: Save money in comparing shopping 

20-40 

Cluster Profiles 

Table 20.5, cont. 

 

 

Fun Bad for Budget Eating Out 

 Mean Std. Deviation Mean Std. Deviation Mean Std. Deviation 

1 1.67 .516 3.00 .632 1.83 .753 

2 3.50 .548 5.83 .753 3.33 .816 

3 5.75 1.035 3.63 .916 6.00 1.069 

Cluster 

Combined 3.85 1.899 4.10 1.410 3.95 2.012 

 

 

Best Buys Don't Care Compare Prices 

Mean Std. Deviation Mean Std. Deviation Mean Std. Deviation 

3.50 1.049 5.50 1.049 3.33 .816 

6.00 .632 3.50 .837 6.00 1.549 

3.13 .835 1.88 .835 3.88 .641 

4.10 1.518 3.45 1.761 4.35 1.496 
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Clustering Variables  

 In this instance, the units used for analysis are the 
variables, and the distance measures are computed for all 
pairs of variables.   

 Hierarchical clustering of variables can aid in the 
identification of unique variables, or variables that make a 
unique contribution to the data.   

 Clustering can also be used to reduce the number of 
variables.  Associated with each cluster is a linear 
combination of the variables in the cluster, called the 
cluster component.  A large set of variables can often be 
replaced by the set of cluster components with little loss of 
information.  However, a given number of cluster 
components does not generally explain as much variance 
as the same number of principal components.  

20-42 
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Step 1 – Factor Analysis (M=Principal Component) 
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Step 2 – K-means Clustering Analysis 

20-46 

Step 3 – Cluster Validation 
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SAS Clustering Procedures 

Clustering techniques is reflected by the variety of terms used: 

 Botryology 花序分類學 , classification, clumping,  

 Nosography 病情學 , nosology  疾病分類學  

 Systematics 分類學, numerical taxonomy, taxonorics,  

 Typology 拓撲法, vector quantization 向量量化 

 Morphometrics 形態分析法, partitioning 分割,劃分(STP),  

 Q-analysis (social network), taximetrics 計程學 (國道收費), 

 Competitive learning (OK vs. SK), winner-take-all learning (神經
網絡,組織學習, smart agent)  

 Unsupervised pattern recognition (模式、圖形、語音識別系
統;人工智慧) 

20-48 

SAS Clustering Procedures 
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SAS Clustering Procedures 

20-50 

SAS Clustering Procedures 
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SAS Exercise – Discriminant Analysis 

鯛  
鯿  

梭子魚  

20-52 
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SAS Exercise – Clustering Analysis 

20-54 

http://images.google.com.tw/imgres?imgurl=http://fishnkids.dpi.nsw.gov.au/learn/images/bag-bream.jpg&imgrefurl=http://fishnkids.dpi.nsw.gov.au/learn/learn-bag.html&h=211&w=400&sz=19&hl=zh-TW&start=7&um=1&tbnid=bwmPWQka3c81hM:&tbnh=65&tbnw=124&prev=/images?q=bream&svnum=10&um=1&hl=zh-TW&rlz=1T4GFRC_zh-TWTW204TW204&sa=N
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20-56 

What is Y (in clustering analysis)?  

What is pseudo F ?  

What is the meaning of overall R-Squared ?  
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Iris data (p. 1655) 

20-58 

  

 集群分析 

   Max=2 Max=3 Max=4 Max=5 

Pseudo F Statistic 18.26 28.95 23.72 28.21 

R-Squared 0.198 0.35 0.473 0.575 

Cubic Clustering 
Criterion 

-6.165 -4.073 -8.732 -9.166 

判斷集群數摘要表 
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20-2. K-means Clustering algorithm 

 PROC FACTOR DATA=HW7 R=VARIMAX 

SCREE SCORE OUTSTAT=FACTOUT; 

 PROC SCORE DATA=HW7 SCORE=FACTOUT 

OUT=FSCORE; 

 PROC FASTCLUS DATA=FSCORE MAXC=3 

MAXITER=10 OUT=CLUOUT; 

 VAR FACTOR1-FACTOR9; 

 Proc CANDISC ANOVA DATA=CLUOUT NCAC=2; 

 CLASS CLUSTER; 

 VAR FACTOR1-FACTOR9; 

20-60 

Cluster 1: Pike 

Cluster 2: Perch (Whitefish) 

Cluster 3: smelt 
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20-62 

Data Analytics in Marketing: 

1. Marketing 4Ps, A/B testing  

2. IMC media mix, social touch points 

3. Collaborative Filtering: Consumer visits, 

chatters, accurate recommendation 

4. neural networks: Financial payment, 

privacy, security, LTV, Pareto, RFM, 

conversion rate,  
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Marketing Analytics for Data-Rich Environment 

20-64 
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20-65 

20-66 
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20-68 

Summary: Conducting Cluster Analysis 

Formulate the Problem 

Assess the Validity of Clustering 

Select a Distance Measure 

Select a Clustering Procedure 

Decide on the Number of Clusters 

Interpret and Profile Clusters 

Fig. 20.3 


