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MATRIX ALGEBRA SUMMARY
I. Definitions

A. A  m x n  matrix is an array of numbers with  m  rows and  n  columns
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B. A column vector is a  m x 1 matrix. A row vector is a 1 x n matrix.

C. A 1 x 1 matrix or scalar is an ordinary number.

II. Addition and Subtraction

A. To add 2 matrices, add corresponding elements.


a11
a12

b11
b12

a11 + b11
a12 + b12


  + 


=


a21
a22

b21
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a21 + b21
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B. A   +   B
   =
B   +   A

 
      ~         ~

~         ~

III.
Multiplication of a Matrix by a Scalar: simply multiply each element of the matrix by the scalar.
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IV.
Transposition

A. To transpose a matrix, interchange rows and columns:


a11
a12
a13


a11
a21

  
A  =




A'  =
a12
a22

  
~
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a22
a23

~
a13
a23
B. The transpose of a row vector is a column vector, and vice versa.

C. ( A' ) '  =  A

  ~          ~
D. If  A '  =   A , a matrix is symmetric.

     ~          ~


V.
Multiplying Vectors

A. The scalar product of two vectors is the sum of the products of the corresponding elements

< a , b >
=
a1b1  + a2b2  + .  .  .  . anbn
B.  
< a , b >
=
< b , a >

C. For column vectors,

< a , b >
=
 a ' . b

D. For row vectors,

   a , b

=
 a .  b '

VI.
The length of a vector is the square root of the sum of squares of its elements.

VII.
The cosine of the angle between 2 vectors is the normalized scalar product:





< a , b >




  (< a , a >  + < b , b >)1/2
This is identical to the Pearson product-moment correlation coefficient.

VIII.
Multiplication of a Matrix and a Vector

A. In general, if  A  x  =  b , then

    ~



b1  =  scalar product of  x  and first row of  A








         ~




b2  =  scalar product of  x  and second row of  A








              ~



.



.



.



bn  =  scalar product of  x  and nth row of  A








       ~


B. Example:

 a11
a12
 x1
     b1

a11  x1
+  a12  x2


       = 

   =


 a21
a22
 x2
     b2

a21  x1
+  a22  x2

C. Note: Number of columns in  A  must equal number of rows of  x

     ~

D. A  x  =   x  A  
(x . A is not defined).

~                ~
      ~

IX.
Multiplication of a Matrix by a Matrix

A. In general, if  A  B  =  C , treat each column of  B  as a vector being multiplied 

    ~  ~

    
         ~


by  A , and write the resulting vectors side by side to form the product. 

     ~


Another way to think about it:   each element cij of the product is the scalar 

product of the ith row of A and the jth row of B .

        ~


     ~


B. Example:


a11
a12
b11
b12

a11 b11 + a12 b21     a11 b12 + a12 b22


   
=


a21
a22
b21
b22

a21 b11 + a22 b21       a21 b12 + a22 b22

C. The number of columns in A  must equal the number of rows in  B . 

 ~




  ~

D.  A B doesn't necessarily equal B A even if both matrices are square and both 

 ~ ~


       ~ ~
products therefore exist.

E. The identity matrix, symbolized by I , is a square matrix with ones on the

  ~
 diagonal and zeroes everywhere else. In matrix multiplication, I  plays the 

    ~
 role of 1 in scalar multiplication.
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F. A  I   =   I   A    =  A
   
I   x  =  x
~  ~       ~
 ~
~         

~

X.
Determinants

A. The determinant is a scalar which results from an operation on the square matrix.

B. For 2 x 2 matrices

 

a11
a12

a11
a12


det


=   


=
a11 a22  - a21 a12    

a21
a22

a21
a22


C. For bigger matrices, use the computer.


D.      A     =      A '  

     ~              ~



E.      A  B       =       A       .      B

     ~  ~                 ~
    ~


XI.
Division by a square matrix

A. To divide an expression by a square matrix A , multiply the expression by the 

    ~

inverse A-1.



 ~

B. The inverse exists (and division is possible) only if     A      (   0  

         ~              

1.
Invertible
=    nonsingular     =    non zero determinant

2.
Non-invertible   =   singular   =     zero determinant

C. A  A-1   =   A-1  A    =   I
   


~   ~       
~     ~
       ~         



D. To invert a  2 x 2 matrix

1.
Switch the position of the elements on the diagonal

2.
Change the signs of the off-diagonal elements

3.
Divide each element by the determinant of the original matrix

E. Example:


a11
a12   -1




   a11
-a12





=                 1
               =
 

a21
a22
         a11 a22  - a12 a21

  -a21
 a22


F. To invert bigger matrices, use the computer.

XII.
Eigen values and Eigen vectors (or Latent Roots and Latent Vectors)

A. For a square matrix  A , a vector  w  and scalar  (  are called an eigen vector 

   ~

and eigen value of  A , respectively, if  A w  =  ( w .  In words,  w  is a vector  

 ~

         ~ 

with the property that  (  can replace  A  for the purpose of multiplication. The 

       ~

ratio of the magnitudes of the elements of  w  remains constant when  w  is 

multiplied by any power of  A .

    ~

B. To find eigen values and eigen vectors, solve the characteristic equation

( A  -  (  I  )  w   =   0

  ~ 
  ~
      This equation is satisfied when all of the elements of  w  are zero, but that      

      result isn't very interesting. A nonzero  w  exists only if  ( A  -   I  )  is

   ~       ~
singular,  i.e.

   A  -  (  I      =   0

   ~ 
   ~
In general, this determinant expands into an  nth order polynomial in  ( which will have  n  solutions:



(n  +  c1(n-1  +   .   .   .  cn-1(  +  cn   =   0

The  ci  depend on the matrix elements  aij .

After finding the  n  roots of the polynomial, return to the first equation of this section and solve it for the  w  that corresponds to each  ( .

C. Left eigen vectors: the eigen vectors we just dealt with are right eigen vectors. 

There are left eigen vectors  v  satisfying   v 'A  =   ( v '

      ~

1. The eigen values for the left eigen vectors are the same as those for the right eigen vectors.

2. The left and right eigen vectors are not the same.

3. Since  ( A B ) '  =  A' B'  ,
( v 'A ) ' =   A' v .  In words, the left eigen 

 ~  ~
      ~   ~                 ~           ~


vectors of  A are the right eigen vectors of  A' .

      ~



          ~`
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